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Abstract
Inferring latent attributes (e.g., demographics) of social media users is important to improve the accuracy and validity of 
social media analysis methods. While most existing approaches use either heuristics or supervised classification, recent work 
has shown that accurate classification models can be trained using supervision from population statistics. These learning 
with label proportion (LLP) models are fit on bags of instances and then applied to individual accounts. However, it is well 
known that many social media sites such as Twitter are not a representative sample of the population; thus, there are many 
sources of noise in these label proportions (e.g., sampling bias). This can in turn degrade the quality of the resulting model. 
In this paper, we investigate classification algorithms that use population statistical constraints such as demographics, names, 
and social network followers to fit classifiers to predict individual user attributes. We propose LLP methods that explicitly 
model the noise inherent in these label proportions. On several real and synthetic datasets, we find that combining these 
enhancements together can significantly reduce averaged classification error by 7%, resulting in methods that are robust to 
noise in the provided label proportions.

Keywords  Social networks · Text classification · Machine learning

1  Introduction

As social media data are increasingly used to make infer-
ences about the real world, it is important to be able to 
identify latent attributes of social media users, such as 
demographics. Doing so will enable more accurate and gen-
eralizable inferences to be made in domains such as pub-
lic health, politics, and marketing (O’Connor et al. 2010; 
Dredze 2012; Gopinath et al. 2014; Diaz et al. 2016).

Latent attribute inference is often framed as a supervised 
classification problem, requiring the collection and anno-
tation of many users with the desired classification labels 
to serve as training data. However, collecting these data at 
scale is expensive; furthermore, many variables of interest 
may be difficult or impossible to annotate by manual inspec-
tion—e.g., it is rarely possible to guess someone’s income 
level by viewing their Twitter profile. As a result, several 
recent methods have been proposed that build classifiers 

using learning from label proportion (LLP) (Schapire et al. 
2002; Jin and Liu 2005; Chang et al. 2007; Graca et al. 2007; 
Quadrianto et al. 2009; Mann and McCallum 2010; Ganchev 
et al. 2010).

In the LLP setting, training data take the form 
{
(Xj, p̃j)

}
 , 

where Xj ∈ ℝ
ni×d is a bag of ni feature vectors, and p̃j ∈ ℝ

k is 
a distribution over the k class labels in that bag. Thus, rather 
than requiring labels for individual training instances, LLP only 
requires a distribution over class labels for a bag of instances.

LLP models are very attractive for this task because there 
are many easily accessible population statistics that can be 
associated with a set of social media users. For example, 
Oktay et al. (2014) create bags based on each user’s first 
name and match them with data from the US Social Secu-
rity Administration to generate bags annotated with age 
distributions. Similarly, Ardehaly and Culotta (2015) match 
geotagged Twitter users with US Census statistics by county 
to fit classifiers for ethnicity.

This prior work in LLP models assumes that the label 
proportions used for training are accurate. However, this 
assumption is rarely true in practice. For example, it is gen-
erally accepted that social media users are not a representa-
tive sample of the population (Watkins 2009). Diaz et al. 
(2016) investigate such biases in detail, finding not only 
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considerable demographic skew, but also identifying other 
sources of noise stemming from the fact that user participa-
tion on social media changes over time and can shift drasti-
cally around important events.

To address this gap, we empirically investigate the 
effect of label noise in LLP models for social media 
analysis, and we propose several LLP models that are 
designed to be robust in the presence of such noise. Our 
proposed methods build upon binary label regularization 
(LR) (Mann and McCallum 2007), a state-of-the-art LLP 
model that generalizes logistic regression to the LLP set-
ting. We investigate three enhancements to LR to improve 
robustness to noise:

1.	 Bag bias We introduce additional free parameters, one 
per bag, to directly model the noise introduced by each 
bag; to deal with the noise in the label proportion of bag 
i, we add a bag bias term ( bi ) as a new parameter to the 
hypothesis.

2.	 Correcting label proportions Our second enhance-
ment aims to correct the bag proportions in the training 
data using an intermediate model fit on the noisy data. 
The final model is fit using these adjusted label propor-
tions. The main idea of this approach is to adjust the 
prior knowledge about the label proportions ( ̃y ) by the 
inferred posterior label proportions ( ̂y). That is, we fit 
a model on portions of the noisy training data and then 
use it to adjust the label proportions on the remainder of 
the training data.

3.	 Matrix factorization Finally, we investigate matrix 
factorization methods to identify hidden factors in each 
bag, which can help reduce overfitting to the noise in the 
data. This is particularly helpful in our domain, since the 
feature representation has high dimension (vocabulary 
size), but is very sparse. (Most examples use only a few 
features.) Inspired by matrix factorization in recommen-
dation systems, this model identifies common hidden 
concepts between users and bags.

We conduct experiments to predict age, political prefer-
ence, and sentiment on five different datasets of Twitter and 
movie reviews. We consider both natural settings, where the 
true label noise is unknown, and synthetic settings, where 
we can directly control the type and amount of noise in the 
label proportions. Overall, we find that each enhancement 
described above reduces the classification error rate and that 
the enhancements appear to be complementary. Averaging 
results across all tasks, we find that the bag bias enhancement 
reduces error rate by 2% over the baseline, correcting label 
proportions reduces error rate by 4%, matrix factorization 
reduces error rate by 4%, and combining all three enhance-
ments together reduces error by 7% (on average 1.7% absolute 
improvement in accuracy over the LR baseline).

2 � Related work

There is an active body of research that investigates clas-
sification models to predict attributes of social media users 
such as age (Schler et al. 2006; Rosenthal and McKeown 
2011; Nguyen et  al. 2011; Al Zamal et  al. 2012), gen-
der (Rao et al. 2010; Burger et al. 2011; Liu and Ruths 
2013), race/ethnicity (Pennacchiotti and Popescu 2011; Rao 
et al. 2011), personality (Argamon et al. 2005; Schwartz 
et al. 2013a), political affiliation (Conover et al. 2011; Bar-
berá 2013; Volkova and Van Durme 2015), and occupa-
tion (Preotiuc-Pietro et al. 2015). The majority of these 
approaches rely on hand-annotated training data. More 
recently, there is growing interest in training such models 
from label proportions. For example, a number of methods 
consider name statistics to infer ethnicity and age of social 
media users (Chang et al. 2010; Oktay et al. 2014; Knowles 
et al. 2016). Additionally, in prior work we have fit LLP 
models to predict Twitter user demographics using US Cen-
sus statistics (Ardehaly and Culotta 2015) as well as using 
web traffic statistics (Culotta et al. 2016).

The LLP setting is a special case of lightly supervised 
learning, which has been well studied in previous work. Mann 
and McCallum (2010) introduce semi-supervised method for 
generalized expectation criteria with weakly labeled data, 
and Jin and Liu (2005) develop a discriminative framework 
for learning with class priors. Chang et al. (2012) exploit 
several kinds of task-specific constraints in semi-supervised 
algorithms. Quadrianto et al. (2009) propose a model to pre-
dict labels of testing set with known label proportions, which 
has applications in e-commerce, politics, spam filtering, and 
improper content detection. Wang et al. (2012) work on learn-
ing with target prior and propose a probabilistic framework 
for it. Other researchers propose regression models (Musicant 
et al. 2007) and Bayesian models (Ganchev et al. 2010; Zhu 
et al. 2014) for learning from label proportions.

To the best of our knowledge, none of this prior work 
directly addresses how to handle the noise in label pro-
portions when training LLP models. However, there are 
numerous works investigating models that are robust to 
label noise in traditional supervised classification. The 
majority of these works are either based on eliminating 
outliers  (Fischler and Bolles 1981; Brodley and Friedl 
1999; She and Owen 2011) or using shift parameters (She 
and Owen 2011; Tibshirani and Manning 2014).

Random sample consensus (RANSAC) is an iterative algo-
rithm that tries to find outliers by identifying samples with the 
highest residual error (Fischler and Bolles 1981). The model 
iteratively trains a regressor on randomly samples of the train-
ing set and estimates the error of the remaining of the training 
set. By repeating these tasks and scoring the average error of 
the training data, the algorithm identifies outliers and eliminates 
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them. We use this method as a baseline; however, our experi-
mental results show that this model does not perform well in 
LLP settings. This approach extends the classification task of 
prior work (Brodley and Friedl 1999) by identifying mislabeled 
training instances. In addition, by adding shift parameters and 
applying L1 regularization on them, it is possible to identify 
outliers (She and Owen 2011). The shift parameter is very simi-
lar to bag bias in our first enhancement. However, we do not 
want to remove outliers and reduce our training set. Instead, we 
propose an enhancement to correct label proportions and retrain 
a model with estimated label proportions.

The primary contributions of this paper, then, are to (1) 
empirically investigate how label proportion noise affects 
LLP models; (2) develop several LLP methods that are 
robust to such noise; and (3) evaluate these models on sev-
eral tasks in social media analysis.

3 � LLP models

In this section, we first formalize the LLP setting for the 
task of latent attribute inference and describe two baseline 
LLP models. Next, we propose three enhancements to these 
baselines to make them more robust to noise in the label 
proportions.

3.1 � Baselines

Let T be the set of all users and i be a bag. Let Ti be the set of 
all users who belong to bag i (e.g., the set of users from the 
same county). Let Xu,i ∈ ℝ

d be the feature vector for user u in 
bag i, where we have d features. We do not have the true label 
for each user, but we want to estimate it as our hypothesis. So, 
let hu,i = h(Xu,i;�) be the label likelihood of the first class for 
Xu,i based on hypothesis function h and model parameters � . 
The function hu,i can be interpreted as the posterior probabil-
ity of the user. (However, in the linear model baseline below, 
it is not guaranteed to be between 0 and 1).

Also, let Zi ∈ ℝ
d be the mean of feature vectors for all 

users in bag i, and h̄i be the average of hypothesis for all 
users in the bag i: 

 Let ỹi be the provided bag proportions (prior). Our hypoth-
esis is that h̄i and ỹi are close together. The aim of learning 
from label proportion (LLP) is to find parameters � such that 
the total error between h̄i and ỹi for all bags is minimized. To 

(1a)Zi =
1

|Ti|
∑

u∈Ti

Xu,i

(1b)h̄i =
1

|Ti|
∑

u∈Ti

hu,i

control overfitting, we add an L2 regularization term with � 
as the regularization strength, and we define the cost func-
tion as:

where E is an error function. As a result, we need to select 
a hypothesis function h and an error function E to build the 
cost function J(�) . Finally, gradient descent can be used to 
find model parameters � that minimize the error function. In 
the testing phase, the model parameters � are used to infer 
the label of unlabeled users.

3.1.1 � Linear baseline (Ridge)

Even though the linear hypothesis is not often used for clas-
sification, in this section, we propose a simple linear model for 
LLP as a baseline and as a starting point for subsequent mod-
els. The main motivation of using a linear model is that in our 
previous work we observed that it sometime performs better 
than the logistic function (Ardehaly and Culotta 2016). Our 
experimental results also confirm that ridge model performs 
better than label regularization for one of our datasets (Politi-
cians), and it has comparative accuracy for Politic-fol dataset. 
First, we need to define a hypothesis and an error function. 
The natural candidate for the linear model is the linear trans-
formation and the residual squared error function; e.g., 

 Now, we can expand the cost function (Eq. 2) for the linear 
model using definitions in Eq. 1. Also, we can take advan-
tage of the fact that a linear combination of linear functions 
is still a linear, i.e.,

(2)J(𝛩) =
∑

i

E(h̄i, ỹi) +
𝜆

2
||𝛩||2

(3a)h(Xu,i) = XT
u,i
�

(3b)E
(
h̄i, ỹi

)
=

1

2

(
h̄i − ỹi

)2

(4)

J(𝜃) =
∑

i

E
(
h̄i, ỹi

)
+

𝜆

2
||𝜃||2

=
1

2

∑

i

(
h̄i − ỹi

)2
+

𝜆

2
||𝜃||2

=
1

2

∑

i

(
1

|Ti|
∑

u∈Ti

hu,i − ỹi

)2

+
𝜆

2
||𝜃||2

=
1

2

∑

i

(
1

|Ti|
∑

u∈Ti

XT
u,i
𝜃 − ỹi

)2

+
𝜆

2
||𝜃||2

=
1

2

∑

i

((
1

|Ti|
∑

u∈Ti

XT
u,i

)
𝜃 − ỹi

)2

+
𝜆

2
||𝜃||2

=
1

2

∑

i

(
ZT
i
𝜃 − ỹi

)2
+

𝜆

2
||𝜃||2
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The cost function according to Eq. 4 is known as ridge 
regression, and by using the linear hypothesis, the problem 
reduces to the ridge regression over the average of features 
( Zi ) for each bag.

As a result, in the training step, we train ridge regres-
sion for the first class and compute � . In the testing step, for 
unlabeled sample with feature vector x, we use the linear 
hypothesis for the user and classify it as the first class if it 
is higher than .5, i.e.,

The main advantage of the linear model is that we do not 
need individual samples in training step; we only need the 
average feature vector for each bag. This significantly speeds 
up the training time—rather than classifying each user for 
each step of gradient descent, we only need to compute the 
estimated label proportions for each bag. However, as we 
will see in experimental results, the lack of information of 
individual sample reduces the robustness of the linear model 
to the noise in bags.

3.1.2 � Label regularization (LR)

Label regularization, first introduced as a type of expectation 
regularization by Mann and McCallum (2007), is a semi-
supervised learning model that trains on a combination of a 
small set of labeled data and one bag of unlabeled data with 
known prior label proportions. The model uses the softmax 
hypothesis (i.e., multivariate logistic regression), and the 
cost function is the KL-divergence between the prior and 
the estimated posterior label proportions of unlabeled data. 
In our prior work (Ardehaly and Culotta 2015), we applied 
label regularization to latent attribute inference in social 
media by (1) removing the requirement of user-annotated 
training instances, and (2) allowing multiple, overlapping 
bags. In this section, we first summarize label regularization 
for multivariate LLP. Given model parameters {�y1 … �yk} for 
each class (y), the hypothesis function is defined as follows:

To find the model parameters, the error function is defined 
as the KL-divergence between ỹi and h̄i:

where H
(
ỹi
)
 is the entropy of the prior and is a constant, and 

H
(
ỹi, h̄i

)
 is the cross-entropy of the posterior and the prior. 

(5)ŷ = 1
[
xT𝜃 ≥ .5

]

h
(y)

u,i
=

exp
�
XT
u,i
�y

�

∑
y� exp

�
XT
u,i
�y�

�

= −
∑

y

ỹi
(y) log ỹi

(y) +
∑

y

ỹi
(y) log ỹi

(y)

= H
(
ỹi, h̄i

)
− H

(
ỹi
)

Since two of our enhancements require binary classifica-
tion (matrix factorization and correcting label proportions), 
we modify multivariate label regularization to binary label 
regularization by changing the hypothesis function from 
the softmax to the sigmoid function same as binary logistic 
regression; i.e.,

where � is the logistic (sigmoid) function. Following Mann 
and McCallum, we define the error function as the KL-diver-
gence between ỹi and h̄i:

As a result, by removing the constant ( H(ỹi)), we define the 
error function as follows:

Therefore, by adding L2 regularization, the cost function is:

To minimize the error function, we need to compute the 
gradient of the cost function. We first define:

“Appendix” provides the detail of the partial derivative com-
putation, leading to:

In the testing step, for the unlabeled sample with feature 
vector x, we can estimate the probability of the first class 
( y = 1 ) as the hypothesis function and infer the first class if 
this probability is greater than .5, i.e.,

3.2 � Robust LLP models

Below, we describe three enhancements to the baselines 
above to enable robust learning with LLP. While these 
enhancements can be applied in any order, in this section, 
we stack them by increasing order of the enhancement 
complexity.

We present and validate our approaches assuming binary 
classification. However, similar to support vector machines, 

(6)hu,i = h(Xu,i) = �

(
XT
u,i
�

)

(7)D
(
ỹi||h̄i

)
= H

(
ỹi, h̄i

)
− H

(
ỹi
)

(8)E
(
h̄i, ỹi

)
= −

∑

i

(
ỹi log h̄i +

(
1 − ỹi

)
log(1 − h̄i)

)

(9)

J(𝜃) =
∑

i

E
(
h̄i, ỹi

)
+

𝜆

2
||𝜃||2

= −
∑

i

(
ỹi log h̄i + (1 − ỹi) log(1 − h̄i)

)
+

𝜆

2
||𝜃||2

(10)eu,i =
hu,i(1 − hu,i)

(
h̄i − ỹi

)

h̄i(1 − h̄i)|Ti|

(11)
�

��
J(�) =

∑

u,i

eu,iXu,i + ��

(12)P(y = 1|x) = �
(
xT�

)
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a one-against-all (OAA) method can be used to extend them 
to multiclass settings (Vapnik 1995).

3.2.1 � Bag bias (LRB)

In this first enhancement, to deal with the noise in the label 
proportion of bag i, we add a bag bias term ( bi ) as a new 
parameter to the hypothesis, without any modification in 
the error function. Thus, for k bags, there are k additional 
model parameters. This approach is inspired by Tibshirani 
and Manning (2014), who use a similar approach to make 
logistic regression robust to label noise in traditional super-
vised classification. The intuition is that these additional 
“shift parameters” allow the model to shift its prediction 
separately for each bag in proportion to the amount of noise 
in its assigned label proportion.

Thus, the hypothesis function is:

The cost function is the same as Eq. 9, and the gradient of � 
is the same as Eq. 11. The gradient of the new coefficients 
bi is:

At prediction time, because we do not have the bag that user 
belongs to, we use the same inference as for the LR model.

Note that Tibshirani and Manning (2014) place an L1 pen-
alty on this shift parameter in logistic regression because they 
assume that most instances are labeled correctly (and thus 
that most shift parameters should be 0). In our setting, this L1 
penalty is not appropriate, as we assume that most if not all of 
our label proportions are incorrect (supported by experiments 
below; c.f. Figs. 7 and 8). We refer to this model as LRB.

3.2.2 � Matrix factorization (LRBF)

Matrix factorization is frequently used in recommenda-
tion systems due to its ability to identify latent factors from 
sparse data (Zhang et al. 2006; Takacs et al. 2008; Salakhut-
dinov and Mnih 2008; Rendle and Schmidt-Thieme 2008). 
By analogy to our setting, the user activity can be inter-
preted as the rating of the latent attribute. Identifying lower-
dimensional representations can help make the model more 
robust to label error by reducing the tendency to overfit label 
noise. This is particularly helpful in our domain, since the 
feature representation has high dimension (vocabulary size), 
but is very sparse. (Most examples use only a few features.) 
Inspired by kernel matrix factorization (Rendle and Schmidt-
Thieme 2008), local collective embedding model (Saveski 
and Mantrach 2014), and content-based matrix factorization 

(13)hu,i = h(Xu,i) = �

(
XT
u,i
� + bi

)

(14)
�

�bi
J(�) =

∑

u∈Ti

eu,i + �bi

model (Lin et al. 2014), our model identifies common hidden 
concepts between users and bags. Suppose we have H hidden 
concepts. The hypothesis is defined as:

where Mi , a vector of size H, is the hidden factor for bag i, 
and F is a d × H matrix (d is the number of features) that 
maps a user feature vector to a user hidden factor vector, 
and � is the logistic function (sigmoid). In terms of recom-
mendation systems, XT

u,i
� is the user bias, bi is the item bias, 

XT
u,i
F is the user hidden factor vector, and Mi is the item 

hidden concept for bag i in recommendation systems (Lin 
et al. 2014).

Again, we use the same cost function as in Eq. 9, and the 
gradient of � and bi are the same as in the LRB model. The 
gradient of the new parameters is:

where for bag i, the Xi is the term-to-user matrix. ei is the 
vector with size Ti , and each row of it is eu,i (for all users in 
bag i). The testing phase is same as the LR model, and we 
only use � to infer the class label.

We refer to the label regularization model that combines 
both bag bias and matrix factorization as LRBF.

3.2.3 � Correcting label proportions (LRBFC)

The main idea of this enhancement is to adjust the prior 
knowledge about the label proportions ( ̃y ) by the inferred 
posterior label proportions ( ̂y). That is, we fit a model on 
portions of the noisy training data and then use it to adjust 
the label proportions on the remainder of the training data. 
This is inspired by prior work that attempts to identify label 
errors in supervised classification (Fischler and Bolles 1981; 
Brodley and Friedl 1999); however, whereas prior work 
eliminates suspicious instances from the training data, we 
instead attempt to correct the label proportions, maintaining 
all the original data.

In this model, we first use tenfold cross-validation on the 
training set. In each fold, 90% of bags are used to train an 
LLP classifier. Then, for each bag i in the remaining 10% 
of bags, we compute the posterior probability of label pro-
portion ( ̂yi ) as the percentage of samples in bag i that are 
predicted as the first class:

(15)hu,i = h(Xu,i) = �

(
XT
u,i
� + bi + XT

u,i
FMi

)

(16)

�

�Mi

J(�) =
∑

u∈Ti

eu,iX
T
u,i
F + �Mi

�

�F
J(�) =

∑

i

XT
i
eiM

T
i
+ �F

(17)ŷi =
1

|Ti|
∑

u∈Ti

1

[
𝜎

(
XT
u,i
𝜃

)
≥ .5

]
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After the posterior ( ̂y ) is computed for all bags, we adjust 
the prior. To guarantee that the adjusted prior still belongs 
to [0, 1], we use a nonlinear weighted average between the 
prior and the posterior:

where �−1 is the logit function (the inverse of the logistic 
function); i.e.,

Equation 18 first maps the prior and the posterior to ℝ with 
the logit function, then computes the weighted average of 
them (with a � factor), and finally maps it back to [0, 1] 
with the sigmoid function. The hyperparameter � controls 
the weighted average strength and can be:

1.	 Zero The prior is not changed (no adjustment).
2.	 Small positive The prior is adjusted toward the posterior.
3.	 Small negative The prior is adjusted away from the pos-

terior.

While using a positive value seems intuitive, the reason that 
we sometimes need a negative is to neutralize the impact of 
noise in label proportions. We refer to the label regulariza-
tion model that combines bag bias, matrix factorization, and 
corrected label proportions as LRBFC.

3.3 � Implementation of models

To find model parameters that minimize the cost function, 
we use the limited memory BFGS (L-BFGS) algorithm 
(Byrd et al. 1995). Although our cost function is not assured 
to be convex, the experimental results show L-BFGS works 
well, as in prior work on label regularization (Mann and 
McCallum 2010).

Also, to avoid overfitting, we use early stopping regulari-
zation, which is extensively used in artificial neural networks 
and deep learning (Yao et al. 2007; Prechelt 2012; Zhang 
and Yu 2005). To control early stopping, we use the maxi-
mum number of iterations as a hyperparameter.

3.4 � Other baseline models

For comparison, we compare our models with these addi-
tional baselines:

1.	 LRBC This model is created by adding a label propor-
tion correction step to the LRB model. As a result, this 
model is the LRBFC without matrix factorization step. 
This allows us to isolate the impact of matrix factoriza-
tion.

(18)ỹ ⇐ 𝜎((1 − 𝛾)𝜎−1(ỹ) + 𝛾𝜎−1(ŷ))

(19)�−1(p) = logit(p) = log(p) − log(1 − p)

2.	 RidgeC This linear model simply adds the label propor-
tion correction step to ridge regression. So, the posterior 
is computed with the linear hypothesis: 

3.	 Random sample consensus (RANSAC) An iterative 
algorithm tries to find outliers by identifying samples 
with the highest residual error  (Fischler and Bolles 
1981). In our experiments, we use RANSAC with ridge 
regression to detect and remove outlier bags, and refit 
the ridge regression on the remaining bags.

4 � Datasets overview

We use two types of datasets in our experiments. The first 
one comes from Twitter with natural bags created by exter-
nal sources such as US Census, Social Security Administra-
tion, and Quantcast Corporation.1 For the Twitter data, we 
consider two tasks: predicting the age and political affiliation 
of each user.

In the second set of experiments, we consider the task 
of sentiment classification from both IMDB reviews and 
tweets. In order to more directly measure accuracy as the 
type and amount of noise variation, we construct synthetic 
bags from the data and compare models as we change the 
quality of the label proportions.

We perform a minimum preprocessing step to extract 
unigrams, maintain hashtags and follower information, and 
create a binary document to term matrix.

4.1 � Twitter unlabeled dataset

This dataset is collected by the Twitter Streaming API in 
July 2014 and contains geolocated tweets from the entire 
USA. To assign the county for each user, the US Census’ 
center of population data for 20102 is used. Then we use 
the k–d tree data structure (Maneewongvatana and Mount 
2002) to find the nearest center of population to each user 
and assign its county to the user. This dataset contains 18M 
geolocated tweets from 2.7 million unique users. We refer 
to this as the County-2014 data.

4.2 � Twitter labeled datasets

We use labeled data for the validation/tuning and testing 
set. We collect three datasets:

(20)ŷi =
1

|Ti|
∑

u∈Ti

1

[
XT
u,i
𝜃 > .5

]

1  http://www.quantcast.com/.
2  http://www.census.gov/geo/reference/centersofpop.html.

http://www.quantcast.com/
http://www.census.gov/geo/reference/centersofpop.html
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1.	 Politician Inspired by prior work, we selected official 
Twitter accounts of several members of US Congress 
(Cohen and Ruths 2013). We download the most recent 
200 tweets for 188 Republican accounts and 189 Demo-
cratic accounts. The task is to annotate their political 
party (Republican or Democrat) based on these tweets.

2.	 Politic-followers Because the politician dataset is not a 
representative sample of all users (politicians talk more 
about politics than non-politicians), we also collect a 
separate dataset by identifying a sample of users who 
follow the official party Twitter account (i.e., “thedemo-
crats” or “gop,” but not both). We randomly select 632 
likely Republicans and 598 likely Democrats and down-
load their last 200 activities.

3.	 Age Obtaining Twitter users annotated by age is difficult 
because it is rarely explicitly mentioned. Thus, inspired 
by Al Zamal et al. (2012), we use the Twitter search API 
to collect tweets with phrases like “happy 20th birthday 
to me.” Also, we divide users to below 25 and above 
25 years old similar previous works (Rao et al. 2010; 
Al Zamal et al. 2012). In this way, we collect 1436 users 
(771 below 25 and 665 above 25), and we download 
their latest 200 tweets. The task is to classify each user 
as younger than 25 or older than 25.

4.3 � Natural bag constraints

To fit LLP models, we must associate population-level soft 
constraints with bags of users from the County-2014 unla-
beled data. We use three types of constraints, and for each 
constraint, we create a bag.

4.3.1 � County constraints

This constraint is inspired by previous work using geolo-
cated Twitter activities with population-level statistics to 
predict the zip-code distribution of demographic attrib-
utes of users (Eisenstein et al. 2011) and predicting county 
health statistics from the Twitter (Schwartz et al. 2013b). 
The county constraint idea comes from the fact that there 
are available aggregate-level data for each US county. These 
data can be found on US Census most recent report (2010). 
For example, the US Census produces estimates of the age 
demographics per county. We assume that the population 
statistics of tweets from a county correlate to US Census 
estimates. For the political sentiment attribute, we use the 

2012 presidential election results. (We did not use the 2016 
election, since the unlabeled data are from 2014.) As there 
are more than 3000 counties in the USA, we select approxi-
mately 500 counties with more than 1000 users in our data-
set for consideration as bags.

The sample used to compute census statistics undoubt-
edly differs in systematic ways from the sample of Twitter 
users identified for each county. This difference motivates 
the noise robust approaches in this paper.

4.3.2 � Name constraints

Previous studies show that a person’s first name can be used 
to infer age (Silver and McCanc 2014; Oktay et al. 2014), 
based on the fact that some names are more popular than 
others at different points in history. We build on this idea to 
create the name constraints. Our aggregate-level data come 
from the Social Security Administrative (SSA) report. This 
report indicates the frequency of first names given to babies 
born in each year.3 Also, the actuarial table estimates the 
lifespan of babies born in each year.4 Combining these data 
sources, we can associate a distribution over ages for each 
first name.

However, not all Twitter users reveal their names, and 
many users use nicknames. In this study, we assume the 
first term in the name field (if available) as the first name 
and match it with the list of baby names from SSA. After 
filtering rare names, we create roughly 175 bags (from 50K 
total names) that have enough samples in the County-2014 
dataset. For example, there are around 1600 Twitter users 
in County-2014 dataset with first name “Katherine,” and 
according to SSA, 86% of people with this name are under 
25 years old.

4.3.3 � Follower constraints

This constraint type is based on social media activities. 
The main idea is to create bags according to whether a user 
tweets a particular hashtag or follows a particular Twitter 
account. For political sentiment classification, we manually 
identify 18 hashtags or Twitter accounts based on Table 1 
that are strongly associated with political affiliations, and we 

Table 1   Hashtag or Twitter for 
political follower constraints

Party Hashtag or Twitter accounts

Democrats thedemocrats, wegoted, dccc, collegedems, dennis_kucinich, sensanders, repjohnlewis, 
keithellison, #p2

Republicans gop, nrsc, the_rga, repronpaul, senrandpaul, senmikelee, repjustinamash, gopleader, #tcot

3  http://www.ssa.gov/oact/babynames/.
4  http://www.ssa.gov/oact/NOTES/as120/LifeTables_Tbl_7.html.

http://www.ssa.gov/oact/babynames/
http://www.ssa.gov/oact/NOTES/as120/LifeTables_Tbl_7.html
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set the label proportions to 90% Republican or 90% Demo-
cratic for these bags. For Politic-followers dataset, we omit 
Twitter accounts that are used to construct labeled data (i.e., 
“thedemocrats” and “gop”).

For age prediction, we use population data for 1000 Twit-
ter accounts matched with statistics from Quantcast Corpo-
ration.5 Quantcast Corporation is an audience measurement 
company that tracks the demographics of users to million 
of websites (Kamerer 2013). For example, according to 
their data, 22% of web users who visited “Oprah.com” are 
younger than 25. As a result, we create a bag for users in 
County-2014 dataset who follow “Oprah,” and we expect 
22% of them are younger than 25. (Quantcast was also used 
in Culotta et al. (2016), though within a simple linear LLP 
model.)

4.4 � Synthetic bag constraints

We use two datasets to create synthetic bags, and both of the 
datasets contain labeled textual instances for the sentiment 
analysis classification:

1.	 IMDB This dataset provides highly polar movie reviews 
for 25,000 (12,500 positives and negatives) reviews in 
the training set and 25,000 (12,500 positives and nega-
tives) reviews in the testing set (Maas et al. 2011).

2.	 Replab This dataset consists of highly polar and neu-
tral tweets referring to a set of 61 topics from different 
domains: universities, banking, automotive, and music/
artists (Amigó et al. 2013). This dataset can be used for 
sentiment analysis, with the advantage of the existence 
of neutral samples. The training set has 38K positives, 
10K negatives, and 18K neutrals. We remove neutrals 
from the testing set, and 5K positives and 5K negatives 
tweets remain.6

To understand the behavior of noisy constraints, we syntheti-
cally create bags and inject noise to compare the robustness 
of different models. In the first step, we need to create bags. 
In our experiments, we create 200 bags by sampling from the 
training set. We use two types of constraints to create bags:

1.	 Random bags We randomly select 100 samples from 
the training set such that p percent of them belongs to a 
specified class.

2.	 Chi2 bags �2 tests are often used for feature selection in 
machine learning to identify predictive features (Rogati 
and Yang 2002; Yang and Pedersen 1997). To better 

reflect the linguistic cohesion of natural bag constraints, 
we run �2 test on the training set and select features with 
the highest �2 score. Then, we sample 100 samples from 
the training set that contains the selected term to create 
each bag.

In all experiments, half of the bags are random bags with 
p = .70 i.e., we have:

1.	 100 chi2 bags, each with 100 instances.
2.	 50 bags with 70 instances from the first class and 30 

samples from the other class.
3.   50 bags with 30 samples from the first class and 70 
instances from the second class.Since we know the true 
label for each instance in this data, the bags initially will 
have no noise in the label proportions. To simulate noise in 
label proportions, we use two algorithms to create synthetic 
noise. We want to explore how algorithms behave as both 
the type and amount of noise varies. For both algorithms, 
we sample a random variable n from the normal distribution, 
i.e., n ∼  (�, �2) . Let ỹ =

(
ỹ1, ỹ2

)
 be the prior label propor-

tions. We define two types of noise:

1.	 Sum-noise We add the noise to the first class proportion 
and renormalize it: 

where Z is the normalization factor (i.e., 1 + n). We also 
set negative values to zero.

2.	 Log-noise We multiply n by the first class proportion 
and renormalize it: 

We say Sum-noise is centered if � is zero, and Log-noise is 
centered when � is one. Otherwise, we say that the noise is 
uncentered. Also, we define scale as the variance of normal 
distribution ( �2).

4.5 � Experimental settings

To reduce the effect of random variables, in all our experi-
ments we use five different random seeds to:

–	 Select 20% of the testing set as the validation and 
remaining 80% as the testing set.

–	 Sample instances to generate bags.
–	 Initialize model parameters for gradient descent.
–	 Add noise to label proportions (optional).

(21)ỹ ←
1

Z

(
ỹ1 + n, ỹ2

)

(22)ỹ ←
1

Z
(nỹ1, ỹ2)

6  We substitute training and testing sets of the original dataset 
because the training set had lower instances than testing set.

5  http://www.quantcast.com/measure/.

http://www.quantcast.com/measure/
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Then we compute the average accuracy of all experiments 
for both validation and testing sets to calculate final valida-
tion and test scores.

To tune hyperparameters, we apply a simple grid search 
over validation data for the tuning step. To be fair, in this 
phase, we only tune one hyperparameter for each model by 
running models on a predefined range of values (up to 10 
tests) and selecting the hyperparameter that results in the 
highest validation accuracy (averaged over five different 
seeds). In the case of ties, we pick the parameter with the 
highest F1 score. Finally, we report the testing accuracy. 
Also, in models with matrix factorization, we use only three 
hidden concepts ( H = 3 ) for all experiments. We tune the 
following hyperparameters:

•	 L2 regularization ( � ) strength for linear models.

•	 The number of iterations for LR, LRB, and LRBF mod-
els (as we showed the importance of the early stopping 
in Fig. 1).

•	 The � in Eq. 18 for LRBC and LRBFC; we test a range 
of small negatives and small positives to find the best 
one.

5 � Results: synthetic bags

In this section, we present results on synthetic bags for 
IMDB and Replab sentiment classification. We investigate 
several empirical questions:

1.	 How do the learned bag bias parameters vary with the 
noise in label proportions?

Fig. 1   Bag bias term in LRB 
model for IMDB dataset
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2.	 How does error vary by noise type and size?
3.	 How does error vary when neutral instances are injected 

into bags?

We present results for each of these questions below:
How do the bag bias parameters vary with the noise in 

label proportions? Recall that the LRB model introduces 
a new parameter for each bag. The intuition is that these 
parameters will indicate the direction and magnitude of the 
shift required to compensate for the noise of the label pro-
portions for each bag.

Figure 1 compares different scenarios of noise genera-
tion for IMDB dataset. In these plots, the blue line shows 
the error in bag label proportions. The y-axis indicates 
the absolute difference between the first class proportion 
after and before injecting the noise, and bags are sorted in 
ascending order of the error. We also train the LRB model 
with different iteration numbers and report the accuracy 
of the testing set in each plot. In addition, we plot the bag 
bias term in the LRB model. The idea is that the bag bias 
term is expected to be close the noise (the blue line). For 
example, if a bag has noise injected that increases the pro-
portion of the positive label by 0.4, then we expect the 
bag bias term for that bag to be close to 0.4. (To improve 
figure readability, we smooth bag bias using linear regres-
sion with RBF kernel.)

According to Fig. 1, the learned bag bias parameter better 
reflects the noise in each bag after each training iteration. 
However, at some point, it can jump over the noise. We see 
a similar effect on the accuracy of the testing set; it increases 
until 5–7 iterations and then decreases because of the overfit-
ting. This shows how early stopping regularization can pre-
vent overfitting. Also, the figure reveals that the bag bias term 
is closer to the noise for Sum-noise than Log-noise. How-
ever, even when the bag bias is not close to the noise, it still 
can achieve a high accuracy (e.g.,  (1, 2) and  (2.5, 2)).  
We believe that this is in part because there is a nonlinear 

term in the hypothesis (logistic function), and the bag bias 
and the noise do not have to be in the same scale.

How does error vary by noise type and size? Next, 
we report how testing accuracy varies under different noise 
conditions. We consider several variants: (1) the amount of 
noise, as quantified by the scale parameter in the Gaussian 
variable sampled to introduce noise for each bag; (2) the 
direction of noise, as quantified by whether the noise is 
centered or uncentered; and (3) the shape of the noise, as 
quantified by whether the noise is Sum-noise or Log-noise.

We first consider centered noise. Figure 2 shows results 
of IMDB dataset. The left plot displays the Sum-noise and 
the right plot presents Log-noise, and x-axis is the noise 
scale. The first observation is that all models are more robust 
to the Log-noise than the Sum-noise for the same scale. 
For example for scale two, the accuracy of all models with 
the Sum-noise is roughly between 73 and 74%, and for the 
Log-noise, the accuracy is between 75 and 77%.

Also, models with the cross-validation step (LRBC and 
LRBFC) have lower accuracy with the smaller injected 
noise and are more robust to the higher noise. We believe 
that is because we only tune � for these models, and accord-
ing to Fig. 1 the number of iterations needs to change for 
different noise scales. As a result, these models can achieve 
higher accuracy with lower injected noise by using more 
iterations in the L-BFGS algorithm.

Furthermore, after some point, LRB and LRBF have 
close results together and have slightly higher accuracy than 
the LR model. Finally, we can observe that in most cases, 
matrix factorization step does not have any improvement. 
Thus, it shows that there are no hidden concepts in the syn-
thetic bags.

Figure 3 shows the centered noise for the Replab data-
set and indicates the similar behavior. Again, all models 
are more robust to the Log-noise than the Sum-noise, and 
with the higher noise LRBFC and LRBC are close together 
with highest accuracy, and then LRB and LRBF are close 

Fig. 2   Comparing different models on IMDB with centered noise:  (0, scale)
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together with slightly lower accuracy, and finally LR has 
the lowest accuracy.

In addition, other observations include: for the Log-noise, 
adding noise can even increase accuracy (e.g., for scale .6); 
all models are very close together for the Sum-noise; and 

the average difference between Sum-noise and Log-noise is 
higher than the IMDB experiment in Fig. 2.

Next, we consider uncentered noise. Figure 4 illustrates 
results of the IMDB dataset with scale 2. The x-axis on 
this plot indicates different � values. Clearly, LRBC and 

Fig. 3   Comparing different models on Replab with centered noise:  (0, scale)

Fig. 4   Comparing different models on IMDB with uncentered noise:  (�, 2)

Fig. 5   Comparing different models on Replab with uncentered noise:  (�, 2)
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LRBFC are very close together and outperform in almost all 
cases. LRB and LRBF models are almost identical and out-
perform LR, except � = .3 in Sum-noise and non-positive � 
(except � = 2 ) for the Log-noise.

For Replab with the uncentered noise with scale 2, as 
shown in Fig. 5, we find that LRBC and LRBFC are close 
together and outperform other models for the Log-noise. 
For Sum-noise, LRBFC is slightly better than LRBC, and 
similarly, LRBF is slightly better than LRB. That indicates 
in this case, matrix factorization has a slight improvement 
in accuracy.

The next observation for both IMDB and Replab experi-
ments is that accuracy increases with the higher value of � , 
and even it can be more than the centered noise. However, at 
some point, it decreases. It shows that in some cases, models 
are more robust to the uncentered noise than the centered 
noise.

Finally, we consider an alternative noise setting in which 
bags may contain neutral instances. In social media, many 
users have an indifferent sentiment or the attribute cannot be 
induced from their activities (e.g., for demographic charac-
teristics such as age). We investigate how the number of neu-
tral examples influences the error rate. Of our data sources, 
only the Replab dataset has neutral instances annotated, so 
we use that data to simulate neutral noise. Rather than add-
ing noise to prior label proportions, we inject some neutral 
instances into bags. Figure 6 displays results of the Replab 
dataset as the number of neutral instances increases. The 
x-axis in this plot shows the ratio of injected neutrals, e.g., 
neutral ratio three means we insert 300 neutral examples 
to each bag (since each original bag has 100 samples). In 
addition, for chi2 bags, we inject neutral samples with the 
corresponding �2 feature.

According to Fig. 6, LR has the lowest accuracy in most 
cases, and the difference among other models is not sig-
nificant, but on average LRBC is slightly better than others. 
Most importantly, for the neutral ratio in [1.75, 2.5], the 

accuracy is even higher than without any neutral instances. 
And at peak for 2.25 (225% neutrals into bags), the accuracy 
of the best model is roughly 1.5% higher than the score of 
the best model without any neutral instances. We believe 
that is in part because neutral samples may result in a better 
separation in bags, and classifiers achieve a higher accuracy. 
This result is promising, because in social media we have 
many neutral instances; these results suggest that we may 
still learn accurate classifiers despite this.

To summarize these experiments with synthetic noise, 
we examined several types of prior and neutral noise and 
we found that:

1.	 LRBC and LRBFC have similar accuracy and are the 
most robust to noise.

2.	 LRB and LRBF have a similar accuracy and are more 
accurate than LR.

3.	 There are no hidden concepts in synthetic bags, and as a 
result matrix factorization does not provide a significant 
improvement.

4.	 Injecting a proper amount of neutral instances into bags 
can increase accuracy of models.

5.	 Models are often more robust to uncentered noise than 
centered noise.

6 � Twitter experiments

With the promising results on synthetic noise experiments, 
we expand our experiments to social media data with 
natural noise. Table 2 summarizes the data used in these 
experiments:

1.	 Politicians We use follower (18 bags) and county (472 
bags) constraints, and the testing set is the Politicians 
dataset.

2.	 Politic-fol 16 follower bags with 472 county bags, and 
the testing set is Politic-followers dataset. The two bags 

Fig. 6   Comparing different models on REPLAB with injected neu-
trals

Table 2   Summary of datasets and tasks

Task name Bag types Testing dataset Testing labels

Politician 472 counties Politician 200 Republican
18 followers 200 Democrat

Politic-fol 472 counties Politic-followers 600 Republican
16 followers 600 Democrat

Age 700 followers Age 800 below 25
175 names 700 above 25

IMDB 200 synthetics IMDB-test 25K positive
25K negative

Replab 200 synthetics Replab-test 5K positive
5K negative



Social Network Analysis and Mining (2018) 8:2	

1 3

Page 13 of 18  2

(“thedemocrats” and “gop”) used to generate the labeled 
dataset are removed from the set of training bags.

3.	 Age We use name (175 bags) and follower (700 bags) 
constraints and use the age dataset as the testing set.

4.	 IMDB For comparison, we include the average of all 
IMDB experiments in the previous section.

5.	 Replab Average of all Replab experiments.

To make a fair comparison, similar to the synthetic noise, 
we use five different seeds to train models and select 20% 
of the testing set as the validation set, and then we tune 
our models on the average of validation accuracies for each 
seed and report the average and the standard deviation of 
the testing accuracies. The comparison of all different LLP 
models is summarized in Table 3. On average across all data-
sets, LRB reduces the error rate by 2% over the LR base-
line, LRBC reduces error rate by 4%, LRBF reduces error 
rate by 4%, and combining all three enhancements together 
into LRBFC reduces error by 7%. Also, the model with all 
enhancements (i.e., LRBFC), on average, has 1.7% abso-
lute improvement than the LR baseline. (Results are similar 
when evaluating with F1.)

According to this table, LRBFC outperforms other mod-
els for Twitter and ties with LRBC for synthetic experi-
ments. Also, LRBF has a higher accuracy than LRB for the 
Twitter, but ties in the synthetic noise. That confirms that 
there are hidden concepts in Twitter bags, while there are 
not in synthetic bags. Also, the linear models have lower 
accuracy than nonlinear models in most cases; we believe 
that is because linear models train on the average of fea-
tures per bag and omit individual features of each instance. 
Furthermore, we find that RANSAC performs poorly for 

this task—in this case, removing noisy bags from training 
is worse than the Ridge baseline.

To evaluate the significance of enhancements, we perform 
Mann–Whitney U test between LR and LRBFC models. In 
this test, we want to find an evidence that difference between 
two models is statistically significant, and we report p value 
in Table 4. According to this table, with threshold .1, the 
accuracy improvement in LRBFC is statistically signifi-
cant in all tasks except for Replab dataset. That is, in part, 
because we use all results in Sect. 5 to perform this test for 
Replab, and due to the tuning, in some of them LR works 
better than LRBFC. Since the only large dataset is IMDB 
and we have a very small p value for that, that is an strong 
evidence of statistically significance of enhancements.

According to Table 3, while bag bias and matrix factori-
zation do not have a big impact on robustness to noise for 
synthetic experiments, correcting label proportions has the 
highest impact on accuracy. However, it is not clear which 
enhancement has the highest impact for Twitter experiments. 
Therefore, we add only one enhancement to LR baseline and 
report the accuracy of Twitter datasets in Table 5. According 
to this table, the bag bias has the highest impact on Politi-
cian, correcting label proportions has the highest impact 
on Politic-fol, and matrix factorization has the highest 
impact on age dataset. Since each enhancement has differ-
ent impact, making it hard to select the best enhancement 
by greedy approach.

To further investigate these results, we sought to char-
acterize the type of noise present in the Twitter data. 
Since we do not have access to user-level labels in the 
County-2014 data, we must estimate them. So, we used 
the following procedure: (1) fit a supervised logistic 

Table 3   Classification accuracy on the testing set for competing LLP models

The method with the highest average accuracy is in bold

Dataset LR LRB LRBC LRBF LRBFC RANSAC Ridge RidgeC

Politician 87.3 ± 3.7 89.9 ± 2.1 90.7 ± 1.7 90.4 ± 1.0 91.0 ± 1.0 78.2 ± 6.1 88.6 ± 0.6 88.5 ± 0.7
Politic-fol 71.7 ± 1.2 71.2 ± 2.5 71.6 ± 2.1 72.5 ± 2.0 73.3 ± 1.0 70.1 ± 0.5 71.4 ± 0.8 71.6 ± 0.9
Age 76.0 ± 1.6 75.5 ± 4.7 76.1 ± 0.9 77.1 ± 1.9 77.5 ± 1.7 72.0 ± 1.7 75.4 ± 0.6 75.5 ± 0.6
Imdb 75.2 ± 2.1 75.4 ± 2.1 76.0 ± 1.6 75.5 ± 1.8 76.0 ± 1.6 72.4 ± 3.3 70.1 ± 3.4 70.6 ± 3.6
Replab 66.8 ± 4.1 66.9 ± 4.3 67.5 ± 4.0 66.9 ± 4.3 67.6 ± 4.0 65.1 ± 4.1 65.3 ± 4.0 65.5 ± 4.4
Average 75.4 75.8 76.4 76.5 77.1 71.6 74.2 74.4

Table 4   Mann–Whitney U test 
between LR and LRBFC 

Dataset p value

Politician 0.0375
Politic-fol 0.0361
Age 0.0873
Imdb 0.0046
Replab 0.2381

Table 5   Impact of each enhancement on accuracy of Twitter datasets

The method with the highest accuracy per dataset is in bold

Dataset Bag bias Matrix factor Correcting 
label prop

Politician 89.9 87.3 89.3
Politic-fol 71.2 70.4 71.9
Age 75.9 79.5 78.0
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regression classifier on the testing set; (2) for each bag, 
estimate the posterior bag probability ( ̄h ) as the mean of 
the posterior likelihood of instances in each bag same as 
Eq. 1. We can then plot the difference between the esti-
mated posterior and the prior ( ̃y − h̄), sorted by increasing 
order of error, to characterize how the label proportion 
noise varies by bag.

Figures 7 and 8 illustrate the estimated noise in Politi-
cians and Politic-fol bags. The first observation is that they 
are very similar and resemble the Log-noise plots in Fig. 1. 
Even though the plots seem to exhibit centered noise, we 
suspect that is because of the impact of too many neutral 
instances in bags.

Fig. 7   Noise in Politicians bags

Fig. 8   Noise in Politic-fol bags
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Also, the county constraints come from the 2012 presi-
dential election, which Democrats won, but our bags were 
sampled from Twitter activities in 2014, when Democrats 
lost the majority in both the House of Representatives7 and 
the Senate.8 Therefore, we expect that the county’s prior 
overestimates Democrats, and the actual zero in these plots 
is likely to be slightly lower than what is shown in plots. As a 
result, we anticipate that the noise is somewhat uncentered.

For example, according to these plots, District of Colum-
bia (DC) has the highest error in bags; this means DC has 
around 40% fewer Democrats than expected. This may in 
part be due to the fact that, as the seat of government, many 
people live in D.C. but do not vote in D.C. Thus, the dis-
tribution of political preference expressed by Twitter users 
in D.C. may be expected to deviate from the observed vote 
distribution in D.C. elections.

Figure 9 estimates noise type for the age experiment. 
According to this figure, name bags have Sum-noise, while 
follower bags have Log-noise. Even though this plot shows 
centered noise for name bags, same as the politics experi-
ments, we suspect that our bags have younger users than the 
prior label proportions, because younger users tend to be 
overrepresented on Twitter (Mislove et al. 2011; Lenhart and 
Fox 2009). As a result, name bags has uncentered noise, 

and the actual zero in this figure is likely to be lower that 
what is shown in the plot. The follow bags in this figure have 
uncentered noise, and because the actual zero is higher, its 
� is even lower than what is plot shown, and the noise is 
seemingly uncentered with very low �.

7 � Conclusion

Our results indicate that LLP models fit on social media 
data and population statistics can be used to classify indi-
vidual user attributes, despite the sampling bias inherent in 
the training data. We have proposed three enhancements to 
label regularization to make it more robust to noise in the 
provided labeled proportions:

1.	 Bag bias By estimating the bag noise it reduces the clas-
sification error by 2% over a label regularization base-
line.

2.	 Matrix factorization By learning hidden concepts in 
users it reduces error by another 3%.

3.	 Cross-validation Adjusting the prior label proportion 
with cross-validation achieves 3% reduction in classifi-
cation error.

Together, these enhancements reduce error by 7% on average 
across all tasks.

We also find that while there are no hidden concepts in 
synthetic bags, there are latent concepts in social media 
(e.g., Twitter), and a matrix factorization model inspired by 

Fig. 9   Noise in Age bags

7  https://en.wikipedia.org/wiki/United_States_House_of_Representa-
tives_elections,_2014.
8  https://en.wikipedia.org/wiki/United_States_Senate_elec-
tions,_2014.

https://en.wikipedia.org/wiki/United_States_House_of_Representatives_elections,_2014
https://en.wikipedia.org/wiki/United_States_House_of_Representatives_elections,_2014
https://en.wikipedia.org/wiki/United_States_Senate_elections,_2014
https://en.wikipedia.org/wiki/United_States_Senate_elections,_2014
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recommendation systems can discover such latent concepts 
to reduce generalization error. Finally, our synthetic experi-
ments suggest that there is considerable variation in accu-
racy depending on the type of noise in label proportions, 
though our proposed methods outperform the baseline on 
average under all types of noise we investigated.

In future work, we will further investigate methods 
that are tailored to different noise types, enabling a hybrid 
approach that first estimates the type of noise and then 
applies the appropriate adjustment that is most suited to 
that noise type.
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Appendix: Partial derivatives of LR cost 
function

We use logistic function derivative, i.e.,

to compute the derivative of hypothesis as:

Now we can compute the partial derivative of cost function:

(23)
�
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�(f ) = �(f )(1 − �(f ))

�
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f
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�
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where eu,i is defined in Eq. 10. The partial derivative of other 
variables in LRBF model is computed similarly.
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