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Abstract We analyze over 570 million Twitter messages from an eight month
period and find that tracking a small number of keywords allows us to estimate
influenza rates and alcohol sales volume with high accuracy. We validate our ap-
proach against government statistics and find strong correlations with influenza-
like illnesses reported by the U.S. Centers for Disease Control and Prevention
(r(14) = .964, p < .001) and with alcohol sales volume reported by the U.S. Cen-
sus Bureau (r(5) = .932, p < .01). We analyze the robustness of this approach to
spurious keyword matches, and we propose a document classification component
to filter these misleading messages. We find that this document classifier can re-
duce error rates by over half in simulated false alarm experiments, though more
research is needed to develop methods that are robust in cases of extremely high
noise.

Keywords social media, regression, classification

1 Introduction

There has been growing interest in monitoring disease outbreaks using the Inter-
net. Previous approaches have applied data mining techniques to news articles
[13,21,1,29,5,19], blogs [6], search engine logs [9,27,12], and Web browsing pat-
terns [15]. The recent emergence of micro-blogging services such as Twitter.com
presents a promising new data source for Internet-based surveillance because of
message volume, frequency, and public availability. The principal advantages over
traditional data collection approaches are lower cost and more rapid results. For
example, to obtain an estimate of the influenza rate, the U.S. Centers for Disease
Control surveys thousands of hospitals which is both costly and typically has a
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reporting lag of one to two weeks. Additionally, since not all infected people are
admitted to a hospital, more informal means of data collection may provide greater
insight into the spread of the disease. Providing a real-time estimate of influenza
rates may provide public health agencies with an early-warning system, which can
help inform decisions such as allocation of medical resources and public messaging
campaigns.

Initial work in this direction includes Ritterman et al. [30], who show that
Twitter messages can improve the accuracy of market forecasting models by pro-
viding early warnings of external events like the H1N1 outbreak. More recently,
de Quincey & Kostkova [28] have demonstrated the potential of Twitter in out-
break detection by collecting and characterizing over 135,000 messages pertaining
to the H1N1 virus over a one week period, though no attempt is made to estimate
influenza rates.

Two similar papers were recently published that estimate national influenza
rates from Twitter messages [17,7]. Both use linear regression to detect keywords
that correlate with influenza rates, then combine these keywords to estimate na-
tional influenza rates. Lampos & Cristianini [17] train and evaluate on a much
larger data set (28 million messages) than used in Culotta [7] (500K messages),
which likely contributes to the differing quality of the estimates (.97 correlation
with national statistics on held-out data in Lampos & Cristianini [17], .78 corre-
lation in Culotta [7]).

In contrast to previous methods that rely on computationally intensive models,
the main result of this paper is that simple keyword matching techniques can
result in accurate estimates of influenza rates. This result is in large part due to
the immense volume of Twitter messages posted each day.

We report results of our analysis of over 570 million Twitter messages collected
in the 8 months from September 2009 to May 2010. This data was originally
collected as part of the work of O’Connor et al. [24], in which a strong correlation
is revealed between certain Twitter messages and political opinion polls.

The contributions of this paper are as follows:

– We find that simple keyword matching produces a surprisingly high correlation
with national statistics. For example, the proportion of Twitter messages con-
taining flu-related keywords produces a .95 held-out correlation with weekly
influenza-like-illness statistics reported by the U.S. Centers for Disease Control
and Prevention.

– We replicate this result in the domain of alcohol sales volume estimation. A
simple model based on the frequency of the word “drunk” produces a .93
correlation with sales estimates from the U.S. Census Bureau.

– Despite these strong correlations, we find that the methodology of selecting
keywords based on their correlation with national statistics can sometimes
be problematic because of the likelihood of detecting false correlations. For
example, the phrase “flu shot” has a correlation greater than .90, but certainly
this is not a good term to monitor, as it may spike in frequency without a
corresponding spike in influenza rates. We propose a method to estimate
robustness to false alarms by simulating false outbreaks like those described
above. Using this measure, we show that by adding a document classification
component to remove spurious keyword matches, we can reduce the severity of
false alarms while preserving accurate forecasting estimates.
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Fig. 1 The left figure shows the ILI rates as obtained form the CDC’s weekly tracking statis-
tics. Week 1 ends on September 5, 2009; week 36 ends on May 8, 2010. The right figure displays
the number of Twitter messages collected per week over the same time period.

In Section 2, we first describe the national influenza statistics as well as the
Twitter dataset. Then in Section 3, we describe the methodology of correlating
Twitter messages with national statistics, and report correlations on a range of
keyword combinations. In Section 4, we discuss the impact of spurious keywords on
correlation results. In Section 5 we introduce and evaluate a document classifier
to filter spurious messages, which we empirically validate in Section 6. Section
7 replicates these results on a different time span, and Section 8 compares with
a more complex regression method (ε-SVR). In Section 9, we apply the same
methodology to estimate alcohol sales volume, and we conclude with a discussion
of related (Section 10) and future (Section 11) work.

2 Influenza Data

We begin with a description of the data used in all influenza-tracking experiments.

2.1 Influenza Monitoring in the United States

The U.S. Centers for Disease Control and Prevention (CDC) publishes weekly re-
ports from the US Outpatient Influenza-like Illness Surveillance Network (ILINet).
ILINet monitors over 3,000 health providers nationwide to report the proportion
of patients seen that exhibit influenza-like illnesses (ILI), defined as “fever (tem-
perature of 100 ◦ F [37.8 ◦ C] or greater) and a cough and/or a sore throat in the
absence of a known cause other than influenza.”1 Figure 1 shows the ILI rates for
the 36 week period from August 29, 2009 to May 8, 2010.

While ILINet is a valuable tool in detecting influenza outbreaks, it suffers from
a high cost and slow reporting time (typically a one to two week delay). The goal
of this line of research is to develop methods that can reliably track ILI rates in
real-time using Web mining.

1 http://www.cdc.gov/flu/weekly/fluactivity.htm
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2.2 Twitter Data

Twitter.com is a micro-blogging service that allows users to post messages of
140 characters or less. Users can subscribe to the feeds of others to receive new
messages as they are written. As of April 2010, Twitter reports having 105 million
users posting nearly 65 million message per day, with roughly 300,000 new users
added daily [25].

There are several reasons to consider Twitter messages as a valuable resource
for tracking influenza:

– The high message posting frequency enables up-to-the-minute analysis of an
outbreak.

– As opposed to search engine query logs, Twitter messages are longer, more
descriptive, and (in many cases) publicly available.

– Twitter profiles often contain semi-structured meta-data (city, state, gender,
age), enabling a detailed demographic analysis.

– Despite the fact that Twitter appears targeted to a young demographic, it
in fact has quite a diverse set of users. The majority of Twitter’s nearly 10
million unique visitors in February 2009 were 35 years or older, and a nearly
equal percentage of users are between ages 55 and 64 as are between 18 and
24.2

The Twitter messages used in this paper are a subset of those used in O’Connor
et al. [24], restricted to the 2009-2010 flu season from September 2009 to May 2010.
O’Connor et al. [24] gathered the messages through a combination of queries to
Twitter’s public search API as well as messages obtained from their “Gardenhose”
stream, a pseud-random sample of all public Twitter messages.

Figure 1 shows the number of Twitter messages obtained per week for the same
time frame as the ILI percentages. The average number of messages per week is
15.8 million. Due to difficulties in data collection, there are a few anomalies in the
data – i.e., the drop in messages for weeks 17 and 27 was due to a bug in data
collection, not a drop in actual Twitter usage. However, even the smallest sample
(week 1) contains 6.5 million messages.

3 Correlating keywords with ILI rates

In this section, we describe a methodology to correlate Twitter messages with
ILI rates. The three stages of the approach are: (1) identify the proportion of
Twitter messages in week i in which users describe having flu-like symptoms; (2)
fit a linear regression model in which the independent variable is the Twitter
proportion from (1) for week i and the dependent value is the ILI rate for week
i; (3) use the regression model to predict ILI rates on future weeks, validating
against the CDC data.

This basic approach is used in Ginsberg et al. [12] to estimate influenza rates
from query log data. Note that this approach predicts each week in isolation. While
there are many well-known time-series prediction techniques that incorporate pre-
vious time steps into the regression model, we choose this relatively simple model

2 Twitter older than it looks. Reuters MediaFile blog, March 30th, 2009.
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Fig. 2 Fitted and predicted ILI rates using regression over query fractions of Twitter messages.
Black (solid) lines are the true ILI rates, red (dotted) lines are the fitted/predicted values, with
the vertical line splitting the training and evaluation data.

for two reasons: (1) it allows us to confirm the transferability of the approach of
Ginsberg et al. [12] to this new data source; and (2) it allows us to more precisely
test our hypothesis that the content of Twitter messages at time i correlates with
the ILI rate at time i. As we shall see, this simple approach works well in these do-
mains. We leave for future work the exploration of more sophisticated time-series
models.

We now describe the method more formally. Let P be the true proportion of
the population exhibiting ILI symptoms. In all experiments, we assume P is the
value reported by the CDC’s ILINet program.

Let W = {w1 . . . wk} be a set of k keywords, let D be a document collection,
and let DW be the set of documents in D that contain at least one keyword in W .
We define Q(W, D) = |DW |

|D| to be the fraction of documents in D that match W ,
which we refer to as the query fraction.
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Following Ginsberg et al. [12], we first consider a simple linear model between
the log-odds of P and Q(W, D):

logit(P ) = β1logit(Q(W, D)) + β0 + ε (1)

with coefficients β1, β0, error term ε, and logit function logit(X) = ln( X
1−X ).

Figure 2 displays the result of this regression for a number of keywords. We
fit the regression on weeks 1-20, and evaluate on weeks 21-36. In each figure, the
black line is the true ILI rate, the red line is the fitted/predicted rate. The vertical
line indicates the transition from training to evaluation data. The title of each plot
indicates the query used as well as the training and evaluation correlation values.

These results show extremely strong correlations for all queries except for fever,
which appears frequently in figurative phrases such as “I’ve got Bieber fever” (in
reference to pop star Justin Bieber).

We note these results are competitive with those found in Lampos & Cris-
tianini [17] using U.K. data, who obtain a .97 correlation with the U.K.’s Health
Protection Agency statistics using 73 keywords and a more sophisticated keyword
weighting scheme (See Section 10 for more discussion.) Note that direct compar-
isons are difficult due to differences in time span and location (U.K. versus U.S.).
The conclusion we draw from these results is that even extremely simple methods
can result in quite accurate models of ILI rates from Twitter data.

4 Analysis of spurious matches

While these strong correlations are encouraging, we must be careful about the
conclusions we draw. For example, a number of messages containing the term
“flu” are actually discussing “flu shots”, “flu vaccines”, or are simply referencing
news stories about the flu. While these type of messages may correlate with ILI
rates, they are likely not the types of messages researchers have in mind when they
report these correlations. That is, people get flu shots without having the flu; so
these terms track flu-related events, but not necessarily flu symptoms. Instead, the
system would ideally track mentions of people reporting having the flu or flu-like
symptoms, as opposed to simply mentioning the flu in passing.

These spurious correlations can leave keyword-based methods vulnerable to
false alarms. For example, a recall of a flu vaccine, a governmental policy an-
nouncement regarding flu, or a release of a new flu shot will all lead to a spike in
messages containing the word flu.

Figure 3 displays regression results for a number of potential spurious keywords,
such as swine or H1N1, shot, vaccine, season, and http (to heuristically filter
messages that are simply linking to stories about the flu). Because of the large
amount of noise introduced by discussion of the H1N1 virus, we have filtered those
terms from all results in this figure. Table 1 shows the total number of messages
matching each of the queries.

We make two observations concerning Figure 3. First, notice that removing
messages containing the terms “swine” and “H1N1” greatly improves correlation
on both the training and evaluation data over using the query “flu” alone (training
correlation improves from .93 to .97, evaluation improves from .84 to .91).

Second, notice that removing the other spurious terms does not obviously result
in a better fit of the data. In fact, the training correlation declines by .02, and the
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Fig. 3 Correlation results with refinements of the flu query.

Table 1 Number of messages containing the keyword “flu” and a number of keywords that
might lead to spurious correlations, along with training and testing correlations. The final row
uses messages without those spurious words.

query # messages r (training) r (testing)
flu 387,405 0.92 0.84
flu -(swine | h1n1) 198,149 0.97 0.91
flu +shot -(swine | h1n1) 16,042 0.92 0.64
flu +vaccine -(swine |
h1n1)

6,561 0.97 -0.3

flu +season -(swine | h1n1) 7,007 0.85 0.49
flu +http -(swine | h1n1) 43,928 0.96 0.65
flu -(swine | h1n1 | shot |
vaccine | season | http)

126,194 0.95 0.92

evaluation correlation improves by .01. Thus, methods that use held-out correlation
to select keywords may still be vulnerable to spurious terms. This result emphasizes
the need to explicitly test for robustness in the presence of false alarms, since
other measures do not penalize these spurious terms. We propose such a measure
in Section 6.
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5 Filtering spurious matches by supervised learning

We propose mitigating the spurious message problem by training a document clas-
sifier to label whether a message is reporting an ILI-related event or not. This is
related to problems such as sentiment analysis [26] and textual entailment [10],
which in their most general form can be quite difficult due to the ambiguities and
subtleties of language. We limit this difficulty somewhat here by only consider-
ing documents that have already matched the hand-chosen ILI-related terms flu,
cough, headache, sore throat. We choose these words due to their high correla-
tion with CDC statistics, as shown in the previous sections. The classifier then
calculates a probability that each of these messages is in fact reporting an ILI
symptom.

We train a bag-of-words document classifier using logistic regression to predict
whether a Twitter message is reporting an ILI symptom. Let yi be a binary random
variable that is 1 if document di is a positive example and is 0 otherwise. Let
xi = {xij} be a vector of observed random values, where xij is the number of
times word j appears in document i. We estimate a logistic regression model with
parameters θ as:

p(yi = 1|xi; θ) =
1

1 + e(−xi·θ)
(2)

We learn θ using L-BFGS gradient descent [20] as implemented in the MALLET
machine learning toolkit3.

5.1 Combining filtering with regression

We consider two methods to incorporate the classifier into the regression model in
Equation 1. The first method, which we term soft classification, computes the
expected fraction of positively classified documents as

Qs(W, D) =

∑
di∈DW

p(yi = 1|xi; θ)

|D| (3)

This procedure can be understood as weighting each matched document in
DW by the probability that it is a positive example according to the classifier.

The second method, which we term hard classification, simply uses the pre-
dicted label for each document, ignoring the class probability. For the binary case,
this simply counts the number of documents for which the probability of the pos-
itive class is greater than 0.5:

Qh(W, D) =

∑
di∈DW

1(p(yi = 1|xi; θ) > 0.5)

|D| (4)

For both methods, we substitute Q(W, D) in Equation 1 with the corresponding
classification quantity from Equation 3 or 4.

3 http://mallet.cs.umass.edu
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Table 2 Six Twitter messages labeled as positive or negative examples of an ILI-related
report. A total of 206 messages were labeled to train the classifier of Section 5.

Positive Examples
Headache, cold, sniffles, sore throat, sick in the tummy.. Oh joy !! :’ (
me too... i have a headache my nose is stopped up and it hurts to swallow :/
im dying , got flu like symptoms, had to phone in ill today coz i was in yest n was ill and
was making mistakes :(
Negative Examples
swine flu actually has nothing to do with swine. #OMGFACT to the point where they tried
to rename the virus
Links between food, migraines still a mystery for headache researchers http://ping.fm/UJ85w
are you eating fruit breezers. those other the yummy ones haha. the other ones taste like
well, cough drops haha.

Table 3 Results of 10-fold cross validation on the message classification task, with standard
errors in parentheses.

Method Accuracy F1 Precision Recall
Logistic Regression 83.83% (3.2) 89.46 (2.5) 85.31 (3.6) 94.89 (2.2)

SVM 83.98% (1.2) 90.01 (0.9) 94.38 (2.2) 86.63 (1.4)
Decision Tree 81.48% (2.4) 86.53 (2.4) 93.40 (3.1) 81.07 (2.8)
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Fig. 4 Logistic regression 10-fold cross validation accuracy as the number of labeled examples
increases.

5.2 Filtering Results

To generate labeled data for the classification model of Section 5, we sampled
Twitter messages containing any of flu, cough, headache, sore throat, making sure
the messages were posted outside of the date range of the previously collected
messages (from the end of May, 2010). We choose these words because of their
observed high correlation to the CDC statistics, as reported above. The messages
were sampled using Twitter’s Search API. We sampled 206 messages, which were
manually categorized into 160 positive examples and 46 negative examples. We
labeled as positive examples messages that contain a user reporting flu-like symp-
toms, otherwise the message is labeled as a negative example. Examples are shown
in Table 2.
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Fig. 5 Correlation results using both classification strategies to filter spurious messages from
the query (flu or cough or headache or sore throat). Filtering does not significantly affect the
correlation results obtained by the original query, as seen by comparing with the final graph
in Figure 2.

In addition to the logistic regression classifier, we also compare with a sup-
port vector machine using a linear kernel4 and an ID3 decision tree5. For all
experiments, we use a bag-of-words document representation (i.e., multinomial
distributions over words), ignoring case and punctuation. Results of 10-fold cross-
validation on this data are shown in Table 3. Here, precision and recall are com-
puted for the positive class.

4 We use LibSVM [2] with a linear kernel and the default parameter settings.
5 We use MALLET’s (http://mallet.cs.umass.edu) implementation with the default pa-

rameter settings.
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Table 4 Evaluation of hard classification. Total is the total number of messages matching
the query flu or cough or headache or sore throat. Filtered is the number removed by the
hard classifier. 100 documents were sampled uniformly at random and manually annotated to
estimate classifier accuracy.

Total Filtered Est. Accuracy Est. F1 Est. Precision Est. Recall
992,735 248,969 79.00% 85.72% 79.75% 92.65%

Logistic regression and SVM exhibit comparable performance, though with
different precision-recall trade-offs. The higher recall of logistic regression suggest
it is a less aggressive filter of negative examples.

Notice that despite the small sample size, the classifier can distinguishes posi-
tive and negative messages with fairly high accuracy. To determine the impact of
training size on accuracy, we plot a learning curve in Figure 4. This shows how
the cross-validation accuracy of logistic regression varies as a function of the la-
beled data size. This figure suggests that accuracy is plateauing around 80-85%,
as accuracy does not increase after using 70% of the data. Thus, adding additional
labeled examples would appear to have limited impact on accuracy for this task.

We next embed the logistic regression classifier in the regression model to
determine the effect of filtering on estimates of flu rates. Figure 5 shows the results
of both filtering strategies. Table 4 displays statistics for the hard classifier. Note
that the initial set of documents is collected using the query of the final graph in
Figure 2 (flu or cough or headache or sore throat). By comparing these two graphs
with the corresponding one in Figure 2, we can see that all three methods perform
similarly on this data. This suggests that filtering out spurious messages does
not hurt performance, and that there likely exists a true underlying correlation
between Twitter messages and ILI rates. The fact that filtering does not improve
performance may suggest that there are no significant spikes in messages that
would lead to a false alarm in the evaluation data. That is, there were not sufficient
number of negative examples in the data to significantly harm the accuracy of the
influenza rate estimates.

It is important to note that spikes in spurious terms are rare but impactful
events. They may not happen often, but when they do, it is important that the
system is robust enough to avoid predicting false spikes in flu rates. We explore
this further in the next section.

6 Evaluating false alarms by simulation

In this section, we evaluate how well the methods proposed in the previous section
filter spikes in spurious messages. Because false alarms are by definition rare events,
it is difficult to use existing data to measure this. Instead, we propose simulating
a false alarm as follows:

– We first sample 1,000 messages deemed to be spurious. We do this by searching
all the data for messages containing flu or cough or headache or sore throat
sent by users that were news services (e.g., Reuters News). Additionally, we
searched for messages containing associated press, AP, or health officials. These
messages were then manually evaluated to determine that they were all nega-
tive examples. Details of the spurious message are in Table 5.
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Table 5 Details of sampled spurious messages.

# messages 1000 total words 25,188 unique words 4,792
frequent tri-grams

“seasonal flu vaccine” (41), “health officials say” (35),
“a headache for” (32) , “air travel headaches” (24), “recovering in hospital” (21)

Table 6 Results of simulated false alarms.

Filtering method Mean-squared error
none 0.077

classify-soft 0.035
classify-hard 0.023

– Next, we sample with replacement an increasing number of these spurious
messages. Each sample is added to the original messages collected for May 2,
2010 (3,452,968 messages total). The resulting dataset contains 5 batches of
simulated data, ranging from a batch with 0 additional false messages to a
batch with 100,000 additional false messages.

– Finally, we use the same trained regression models from Figure 5 to estimate
the ILI rates for each of these synthetic datasets.

Table 6 and Figure 6 shows the result of this approach for both classification
methods as well as the original keyword based method (which does no filtering). We
make three observations of these results. First, either classification method appears
to improve over no filtering method. While the results are most pronounced after
10,000 spurious messages, notice that this would not be uncommon, and is precisely
the scenario we aim to protect against. In a sample of 3 million messages, it would
be quite easy for a new trend (e.g., “Bieber fever”) to be introduced into Twitter
and spread rapidly.

Second, hard classification appears to do a better job than soft classification,
most likely because removing any document with probability below 0.5 results in
a much more aggressive filter. In contrast, the soft classifiers allows a large number
of spurious messages to influence the results, even if they all have low classification
scores.

Third, it is clear that none of the methods are completely adequate under
extreme conditions. An additional 100,000 spurious messages overwhelms all ap-
proaches and produces an invalid spike in ILI estimates. Since no classification
method will ever achieve 100% accuracy, it is difficult to guard against such ex-
treme cases. We leave investigation of further improvements for future work.

7 Predicting the peak of flu season

While Figures 2 and 3 appear to predict well during the tail end of flu season,
we are more interested in predicting the peak of the season. Unfortunately, the
collected data only spans one flu season. To simulate predicting during the peak
time, we simply reverse the order of the weeks and regenerate Figures 2 and 3.
That is, the linear model is trained on the final 20 weeks of flu season and tested
on the first 16 weeks. This experiment is obviously chronologically unrealistic, but
it does provide insight into system accuracy during peak season.
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Fig. 6 Results of the false alarm simulation experiment. Corresponding mean-squared errors
are keywords=.077, classify-soft=.035, classify-hard=.023. Hard classification appears
to be more robust than soft classification in the presence of spurious messages, although all
approaches are overwhelmed when the number of spurious messages reaches 100,000.

Figures 7 and 8 mostly replicate the results in Figures 2 and 3, with a few
notable exceptions. First, the removal of the keywords swine and h1n1 appears
even more critical to accurately predicting the peak of the season. For example,
using only the keyword flu correlates 0.9 on the testing set, whereas removing swine
and h1n1 improves this further (r(14) = .964, p < .001). Secondly, flu +vaccine
surprisingly exhibits a very high testing correlation (0.97). However, examining
the graph in Figure 8 shows that while there is a strong correlation, the mean
squared error is much larger than flu - (swine | h1n1) (.0007084 vs .000036).

In summary, it appears that the query flu -(swine | h1n1) is the most reliable
in terms of training fit and testing prediction on both the original dataset and the
reversed dataset.

8 Support Vector Regression

Thus far, we have used a standard linear regression model to fit the ILI data. We
have chosen this model because of its simplicity, its success in related work [12],
and because it allows us to measure the utility of the Twitter signal in isolation.
However, numerous more advanced regression methods exist. In this section, we
consider one such advanced technique, Support Vector Regression (SVR) [8]. Sig-
norini et al. [31] have had recent success modeling influenza rates using SVRs.
However, in our experiments, SVRs do not exhibit any significant improvements
over simple linear regression.

We use ε-SVR with a radial-basis kernel, as implemented in LibSVM [2]. (Please
see Drucker et al. [8] for full details of the algorithm.) As in the previous section,
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Fig. 7 Fitted and predicted ILI rates using regression over query fractions of Twitter messages.
The weeks have been reversed from those in Figure 2. Black (solid) lines are the true ILI rates,
red (dotted) lines are the fitted/predicted values, with the vertical line splitting the training
and evaluation data.

we again train on the final 20 weeks and predict on the first 16 to predict the
peak of flu season. We use the grid search optimization procedure in LibSVM to
optimize SVR parameters C, ε (complexity parameters) and γ (the width of the
radial basis kernel). This optimization was done on the training set. (We observe
that this optimization can have a noticeable impact on model quality.)

The ε-SVR model learns weights for each input variable, similar to linear re-
gression. We consider three different sets of inputs for the ε-SVR model:

– svr:flu-no-swine: The single input variable corresponds to the flu -(swine
| h1n1) query fraction used in the experiments in Figure 8. Thus, the only
difference from the previous linear regression model is the use of ε-SVR to
determine the regression parameters.
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Fig. 8 Fitted and predicted ILI rates using regression over query fractions of Twitter messages.
The weeks have been reversed from those in Figure 3. Black (solid) lines are the true ILI rates,
red (dotted) lines are the fitted/predicted values, with the vertical line splitting the training
and evaluation data.

Table 7 Comparison between ε-SVR and linear regression. The mean-squared error of the
fourth system is significantly worse than the other three using a Wilcoxan rank sum test
(p < 0.05). The remaining differences are not statistically significant.

Method Correlation Mean-squared error
lr:flu-no-swine .964 .000036
svr:flu-no-swine .963 .000090

svr:flu-no-swine-cough .957 .000038
svr:flu-no-swine-cough-sore-throat .763 .000616

– svr:flu-no-swine-cough: We add an additional regression variable for the
query fraction of the term cough.

– svr:flu-no-swine-cough-sore-throat: We add an additional regression vari-
able for the query fraction of the term sore throat.

In Figure 9 and Table 7, these models are compared with the original linear
regression model (lr:flu-no-swine).

Our first observation is that ε-SVR provides no improvement in either correla-
tion or mean-squared error over simple linear regression. We hypothesize that due
to the small number of training instances (20) and small number of input vari-
ables (1-3), the additional complexity of SVRs is not necessary. Second, we note
that performance drops substantively when a third input variable (sore throat) is
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added. We again attribute this to the small number of training examples. As the
number of parameters increases, so does the likelihood of overfitting the training
data. We conclude from these experiments that simple linear regression is adequate
when the number of training instances is small.

9 Alcohol Sales Volume

In this section, we consider applying the previously described methodology in a
new domain: alcohol sales. We choose this domain for three reasons: (1) The U.S.
Census Bureau tracks monthly sales volume6, which we use as validation data;
(2) understanding patterns and causes of alcohol consumption is an important
mission of the National Institute on Alcohol Abuse and Alcoholism (NIAAA); (3)
alcohol-related messages are common on social networking sites.

Excessive alcohol consumption is the third leading preventable cause of death
in the United States, accounting for approximately 15,000 deaths per year [22,16].
It is therefore necessary for researchers to understand the causes and patterns of
dangerous consumption levels; however, collecting such data can be difficult. This
difficulty can even be observed in the extensive Behavioral Risk Factor Surveillance
System (BRFSS)7, the world’s largest telephone health survey system, conducted
by the U.S. Centers for Disease Control and Prevention (CDC). Not only does

6 http://www.census.gov/retail/
7 http://www.cdc.gov/brfss
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Fig. 10 Results of alcohol sales volume estimation. The black (solid) line is the validation
data from the U.S. Census, the red (dotted) line is the estimated value, computed using linear
regression with leave-one-out estimation.

the BRFSS survey suffers from low response rates (52.5%) [16], but, perhaps more
importantly, BRFSS is likely to greatly underestimate binge drinking in arguably
the most critical demographic: 18–34 year olds. This is because BRFSS does not
collect data from people living in institutional settings (e.g., college dormitories),
and only collects data through landlines, which few people in that age range pos-
sess8. In this section, we consider the viability of Twitter as an alternate source
of such statistics.

After a brief review of alcohol-related Twitter messages, we selected the key-
words (drunk or hangover or hungover) as potential indicators of alcohol consump-
tion. We searched for these keywords in Twitter messages from September 2009
to March 2010, and we collected the sales volume for each month in that time
span from the U.S. Census. We selected the unadjusted monthly sales volume for
business categorized as “Beer, wine, and liquor stores” (NAICS code 4453).

Because we are correlating Twitter mentions of alcohol consumption with al-
cohol sales, it is to be expected that sales values will pre-date Twitter-derived
consumption estimates. That is, people must first purchase the alcohol before they
consume it. Thus, we introduce a 7-day lag in the Twitter estimation. For example,
the Twitter messages mined to compute an estimate for sales volumes in October
span from the second week in October through the first week in November.

8 The complementary Youth Risk Behavior Surveillance System only partially solves this
problem, since it is restricted to surveys of high school students (http://www.cdc.gov/yrbs).
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Table 8 Alcohol volume estimates using leave-one-out training for the model using the single
keyword “drunk”. Msgs is the total number of Twitter messages collected per month, and
“Drunk” is the number of messages matching the keyword “drunk”. Note that the 7-day lag
is reflected in these values.

Month Msgs “Drunk” Sales ($ mil) Estimate Error
9/09 50,242,252 54,143 3,269 3,520 251
10/09 56,533,746 61,324 3,424 3,527 103
11/09 56,159,982 56,466 3,346 3,164 -182
12/09 57,637,948 76,830 4,583 4,153 -430
1/10 83,504,599 78,631 2,854 2,962 108
2/10 66,261,459 60,686 2,895 2,807 -88
3/10 90,300,192 88,997 3,205 3,093 -112
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Fig. 11 Results of alcohol sales volume estimation without the 7-day lag. The black (solid)
line is the validation data from the U.S. Census, the red (dotted) line is the estimated value,
computed using linear regression with leave-one-out estimation.

As the U.S. Census only computes sales volume once per month, there are 7
validation points. To evaluate the model, we use leave-one-out training to learn
the linear regression model. That is, the model prediction for month m is obtained
by first fitting the model on all months other than m, then predicting m.

Figure 10 compares the model estimates with the U.S. Census statistics for
the 7-month span. The black (solid) line is the validation data from the U.S.
Census, the red (dotted) line is the estimated value. We run experiments for each
keyword in isolation as well as their union. The most accurate estimate uses only
the keyword drunk (r(5) = .932, p < .01). Table 8 provides details on this model.
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We note that the keyword hangover produces poor estimates. We believe this
is in part due to the motion picture The Hangover, which was released in June
2009. We observed a number of Twitter messages related to it, and it is possible
that a filtering stage may help here.

Figure 11 shows the need for the 7-day lag. Without it, the predictions are
clearly shifted forward. This is especially problematic for December 2009-January
2010, which spans New Year’s Eve, a lucrative time for liquor stores.

In summary, it appears that tracking a single Twitter keyword (drunk) is a
viable way to estimate alcohol sales. While the estimates lag by one week, we
believe that these positive results suggest that Twitter may be a useful source for
researchers to explore trends in alcohol consumption.

10 Related Work

There has been a number of recent papers related to Twitter and influenza [17,7,
31,4]. Lampos & Cristianini [17] perform a similar analysis of Twitter message to
track influenza rates in the U.K. They learn a “flu-score” for each document by
learning weights for each word by their predictive power on held-out data. Using
a set of 41 hand-chosen “markers”, or keywords, they obtain a correlation of .92
with statistics reported by the U.K.’s Health Protection Agency. Additionally,
they obtain a correlation of .97 by using automated methods to select additional
keywords to track (73 in total), similar to the methodology of Ginsberg et al.
[12]. In this paper, we have presented a simpler scheme to track flu rates and have
found a comparable level of correlation as in Lampos & Cristianini [17]. A principal
distinction of this paper is our attempt to address the issue of false alarms using
supervised learning.

In an earlier version of our work [7], we perform a similar analysis as in Lampos
& Cristianini [17], also experimenting with automated methods to select keywords
to track. We also report an improved correlation in simulation experiments by
using a classifier to filter spurious messages. In this paper, we have used similar
techniques on a much larger dataset (570 million vs. 500K). We have also more
closely evaluated the impact of false alarms on these types of methods.

This paper, as well as Lampos & Cristianini [17] and Culotta [7], are similar in
methodology to Ginsberg et al. [12], who track flu rates over five years by mining
search engine logs, obtaining a .97 correlation with ILI rates on evaluation data.
Thus, while estimating influenza rates from the Web is not new, extending these
methods to Twitter, blogs, and other publicly available resources has the benefit
of measuring how different data sources affect the quality of predictions. It also
allows us to study how vulnerable different data sources are to spurious matches,
which is critical to deploying this technology.

Corley et al. [6] track flu rates by examining the proportion of blogs containing
two keywords (influenza and flu), obtaining a correlation of .76 with true ILI rates.
It is possible that the brevity of Twitter messages make them more amenable to
simple keyword tracking, and that more complex methods are required for blog
data.

Classifying Twitter messages is often a part of sentiment mining [26]. This
work is similar to research that has shown strong correlations between sentiment
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mined from online media and other external values such as stock prices [18,11],
product sales [14,11], mood levels [23], and political polls [24].

11 Conclusions and Future Work

In this paper, we have provided evidence that relatively simple approaches can
be used to track influenza rates and alcohol sales volume from a large number of
Twitter messages, exhibiting a strong correlation to held-out data. We have also
proposed a supervised learning approach to reduce the burden of false alarms,
and through simulation experiments we have measured the robustness of this ap-
proach. These results suggest that while document classification can greatly limit
the impact of false alarms, further research is required to deal with extreme cases
involving a large number of spurious messages.

We believe this line of research has the potential to aid the tracking of a num-
ber of public health statistics using less money and time than existing approaches.
Given the time-critical nature of such statistics, accurate, real-time tracking pro-
vides considerable benefit for minimizing health risks.

While the data show that this simple approach works well, in future work
we plan to investigate methods to improve its accuracy using more sophisticated
natural language processing approaches to document filtering. Additionally, we
will investigate whether temporal models can allow us to forecast farther into the
future than our current approach.
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